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Abstract

Usage data acquisition tier is a necessary component of every Web Usage Mining (WUM) system. For efficacious WUM, the acquisition system must be reliable, efficient, scalable. The usage data are usually obtained from either Web server log, at the server side, or Web browser, at the client side. We argue that usage data acquisition via server log is neither reliable, nor efficient. It is unreliable due to side effects of the network, i.e., missing cache hits and variable network transfer time, and inefficient because of usage data requiring extensive preprocessing before it can be utilized. Instead, we propose a client-side data acquisition mechanism that entirely eliminates the inaccuracy with data collection, by collecting the data at the client side, and inefficiency with data acquisition, by avoiding unnecessary preprocessing of the data. We also explain the scalable design of our data acquisition server. Our experimental results verify correctness of our approach and demonstrate significant improvement in efficacy of this system as compared to data acquisition via server log.

1 Introduction

Web Usage Mining (WUM), a natural application of data mining techniques to the data collected from user interactions with the Web, has greatly concerned both academia and industry in recent years. Through WUM, we are able to gain a better understanding of both the Web and Web user access patterns: a knowledge that is crucial for realization of full economic potential of the Web [13, 15]. Knowledge of user access patterns is useful in numerous applications: supporting Web-site design decisions such as content and structure justifications [6, 29], optimizing systems by enhancing caching schemes and load-balancing, making Websites adaptive [16], supporting business intelligence and marketing decisions [3], testing user interfaces, monitoring for security purposes, and more importantly, in Web Personalization applications such as recommendation systems [18] and target advertising. Commercial products such as Personify™ [25], WebSideStory™ [26], BlueMartini™ [27], and WebTrends™ [28], and acquired companies such as MatchLogic™, Trivida™, Andromedia™, and Rightpoint™ are all witnesses of commercial interests in WUM. A comprehensive survey of the existing efforts in WUM is provided by Srivastava et al. [24].

WUM is the process of discovering and interpreting patterns of user access to the Web information systems by mining the data collected from user interactions with the system. A typical WUM system consists of two tiers: 1) Acquisition, in which user interactions are acquired, and 2) Analysis, in which user access patterns are discovered and interpreted by applying typical data mining techniques to the acquired data. In this paper, we describe a reliable, efficient, and scalable Web usage data acquisition tier for real-time WUM. Our data acquisition system is 1) reliable because it collects accurate data as close as possible to the real data, 2) efficient because it imposes minimum amount of overhead to the WUM system to allow real-time analysis, and 3) scalable because it scales to be applicable to large-scale applications where volume of the data to be acquired by the WUM system exceeds tens of GBs per day [29].

The usage data are usually obtained from either Web server log, at the server side, or Web browser, at the client side. We argue that server log is

_1Proxy server log can also be considered as a source of Web usage data; however, this source is often used only to characterize browsing behavior of a group of anonymous users sharing a common proxy server. As far as this paper_
not reliable as a source of usage data for WUM because server log data are not accurate. There are various levels of caching embedded in the Web, mainly to expedite users access to the frequently used pages. Those pages requested by hitting the “Back” button, which is heavily used by the Web users nowadays [7], are all retrieved from the Web browser cache. Also, proxy servers provide an intermediate level of caching in the enterprise level. Unfortunately, cache hits are missing from the server log, rendering it as an incomplete source of information to acquire spatial features of user interactions such as hit-count [5, 17]. Moreover, even for those entries captured by the server log, the temporal aspects of user interactions are recorded inaccurately, whereas temporal features such as view-time of pages are considered highly informative in deducing user preferences [9]. The timestamps recorded for each server log entry includes the network transfer time. It is important to note that due to non-deterministic behavior of the network, the amount of this noise varies rapidly and there is no trivial way to filter it out from the server log data.

Furthermore, data acquisition via server log is inefficient when server log is used as the data source, preprocessing of the data becomes the prerequisite of the WUM process. Preprocessing imposes many difficulties and results in a large amount of overhead to the actual process of WUM [5], so that practically it renders on-line mining of user behaviors impossible. Specifically, user session identification and data cleansing are the most difficult and time-consuming tasks performed during preprocessing of the server log. Due to stateless service model of the HTTP protocol, pages requested in a user session are logged independently in the server log. However, for meaningful WUM these requests must be re-identified and re-grouped into user sessions as semantic units of analysis. This process, so called user session identification, is usually performed based on the IP address of the client machine recorded in the log entry for each HTTP request. However, since there is a many-to-many relationship between users and IP addresses, this approach cannot provide reliable information. Due to proxy servers and/or IP masquerading, a single IP address can be used by multiple users. On the other hand, some ISPs assign a different IP address to HTTP requests of a user during a single session. Moreover, missing cache hits in the server log makes the user identification process even harder. Researchers have proposed various methods to resolve this problem, but none of these methods are without serious drawbacks. Cookies, which allow inter-session tracking of users, violate users privacy and are rejected by the user community [5]; Websites requiring user registration are often neglected by anonymous users; dynamic URLs embedding session ID restricts intermediate caching and does not correctly handle the exchange of URLs between people [17]; cache-busting defeats the speed up advantage gained by caching; the hit-metering scheme proposed by Mogul et al. [14] requires modification to the HTTP protocol; the heuristics proposed by Cooley et al. [5] only provide relative accuracy in the absence of additional information; and data acquisition at application servers [2] is only possible when actually users interact with the application services of a Web-site (many user interactions are directly handled by the front-tier of the Web-site; and many Web-sites do not have a middle-tier, i.e. application server, at all). Another time-consuming preprocessing task is data cleansing. Often a page request results in recording several extra entries in the server log for the graphics and scripts besides the entry for the actual HTML file. These extra entries should not be included in the input to the analysis tier of the WUM system because they are not indicators of explicit user requests. During data cleansing these entries must be identified and eliminated from the server log.

In [19], we introduced a remote agent that acquires the user interactions from the browser at the client side. In this paper, we describe a clientside Web usage data acquisition system developed based on this remote agent. When a user first enters a Web-site enabled with the remote agent, the remote agent is uploaded into the browser at the client side. Thereafter, it captures all required features of user interactions with the Web-site such as hits and view-times of Web-pages, and transfers the acquired data to a data acquisition server, the acquisitor, where data are directly dumped into a database to be used by the analysis tier of the WUM system without any further preprocessing. This mechanism satisfies requirements of a reliable, efficient, and scalable data acquisition system. First, since with remote agent the data are collected at the client side, all cache hits are captured and variable network transfer time is excluded from recorded view-times for pages. Second, preprocessing tasks are totally eliminated with this ap-
proach. When the agent is uploaded to the browser, it receives a globally unique session ID from the acquisitor and labels all captured data sent to the server with that ID. Thus, the acquisitor can transparently store data captured by different agents as separate semantic units, i.e., user sessions, in the database without further requirement for user session re-identification. It is important to note that with this approach 1) unlike cookies, session IDs are only valid during a single active user session, so they do not violate users privacy, 2) unlike dynamic URLs and cache-busting, the caching mechanism is not affected/defeated, 3) unlike hit-metering, system works based on the current common protocols and technologies, 4) unlike heuristic algorithms for user session identification, user sessions can be identified with absolute reliability, and 5) unlike application servers, entire user interactions are observed and logged; thus, this approach is the safest method to superimpose state on the HTTP protocol and perform user session identification implicitly with minimum overhead on the clients. Moreover, since data to be captured are actively selected by the remote agent, there is no need for data cleansing as opposed to the server log that passively records any type of request. Finally, the acquisitor benefits a scalable architecture to satisfy requirements of large-scale WUM systems.

The remainder of this paper is organized as follows. In Section 2, we describe detailed design of our data acquisition system. The results of our experiments for verification and evaluation of the system are included in Section 3. Finally, Section 4 concludes the paper.

2 System Design

Our usage data acquisition system consists of two main components: 1) a remote agent, which is uploaded from the Web server to the client machine as soon as client requests the first page of the Web-site\(^3\), and 2) a central data acquisition server, termed acquisitor, which assigns globally unique IDs to the remote agents migrated to the active clients, and receives and stores the data collected by the remote agents in a database to be analyzed later by the analysis tier of the WUM system. To equip a Web-site with this data acquisition system, the code that uploads the remote agent to the client machine should be embedded in the pages of the Web-site. We have developed a simple utility that

---

\(^3\)This page can be any page of the Web-site, not only the homepage. It is the entry point of the user to the Web-site.
2.1 Remote Agent

The existence and activities of the remote acquisition agent should be transparent to users because users usually consider usage data acquisition process as an overhead to their actual Web browsing purpose. Specifically, the agent should be implemented as a light-weight piece of code\(^4\) to minimize both the network transmission latency/overhead of uploading the agent to the client machine, and the CPU cycles spent by the client to execute the agent code. Agents implemented as browser plug-in's, such as Syskill and Webert [1], or those developed as separate heavy-weight processes that interact with the browser, such as Letizia [10], are not suitable for this purpose. Also, those agents require users to use special-purpose or modified browsers; therefore, it is difficult to convince users to use the new browser unless enough incentives are offered. Finally, user privacy is an important issue to be considered with any user tracking mechanism. Users are usually reluctant to be monitored; specially they do not want to be tracked from site to site and session to session over long period of time. For instance, the data acquisition system proposed by Lin et al. [12] assumes the environment where user privacy is not a concern; hence, it is not applicable to the Web.

We have developed our remote agent as a light-weight Java applet that transparently runs at the client machine. As mentioned before, the agent is uploaded to the client machine only once as the user enters the web-site. Although JavaScript technology provides more facilities to acquire user-Web interactions (or browsing events) [30], we prefer the Java applet technology because while it is well supported by all common browsers, it is designed to be secure and hence satisfies users' expectations of privacy [31]. Unlike cookies, which are stored at the client machine to allow keep tracking of user's history of interactions with the Web-site from session to session, our agent tracks the user interactions only during a single session and does not store any information at the client machine. Therefore, not only user anonymity is maintained, but also different roles/behaviors of the user in different sessions is identifiable. This characteristic allows anonymous WUM as we have described in [21] in details.

The complete code for the remote agent is included in the appendix of the paper. Each time the browser loads a Web-page, it runs the applet. If it is the first time the applet is executed within the browser's JVM, i.e., when a user enters the Web-site, the applet receives a unique ID from the acquisitor. Besides, each time the applet is executed it records the load-time for the current page as it starts execution. Then, when the browser tries to load the next page, before the current page is unloaded, the applet records the unload-time for the page, computes its total view-time, connects to the acquisitor, and transfers a clean set of parameters including the unique agent ID to the acquisitor. Note that since view-time of a page is a time interval relative to the same client's clock (and not an absolute time value), clock synchronization between clients and acquisitor is not an issue. Here, for simplicity we are only capturing the view-time of the page, which provides the WUM system with

\(^4\) Considering both size and execution time of the code.
view-time and hit-count features of user navigation. However, the same procedure is applicable in acquiring other navigational features.

There are two drawbacks with this implementation. First, running the remote agent at the client side requires user cooperation in enabling Java at their browsers. This is the general problem with all client-side acquisition methods. However, considering the popularity of Java applets, Java is enabled by default in all common browsers such as Netscape™ and Internet Explorer™. Second, if a firewall blocks the TCP or UDP port used by the remote agent to communicate with the acquisitor, the captured usage data cannot be collected. This problem can be alleviated using the Remote Scripting technology developed by Microsoft™ [32]. Remote Scripting allows applets to use the HTTP port (port number 80) to communicate with the server. Since usually HTTP port is not blocked by firewalls, this will allow our remote agent to reach the server. Unfortunately, this technology is not supported by all Web servers, including Apache™. We are currently studying other technologies that can be used to eliminate this problem.

2.2 Acquisitor (Data Acquisition Server)

To be scalable, the data acquisition server should be able to handle requests from large number of active remote agents simultaneously. Our acquisitor is implemented as a multi-threaded daemon process with a standard single-dispatcher/multiple-worker architecture. This structure is similarly employed in common large-scale servers, e.g., Web servers.

Figure 2 illustrates the architecture of the acquisitor. All connection requests from the remote agents are received by a single dispatcher thread. The dispatcher simply assigns an idle worker thread from the worker pool to handle the received connection and returns to listen for the next connection request. The worker processes the agent request, i.e., either ID request or request for storing the captured usage data, and returns to the worker pool as soon as the process is finished. The ID is generated using a large global integer variable that is increased each time a new ID is assigned to an agent. The variable is large enough so that by the time it wraps around the old session IDs are analyzed and removed from the database. The usage data are directly dumped into the database as received from the agent.

It is important to note that the acquisitor is independent of the Web server. Therefore, it can be executed at a separate machine, if required. Separating the data acquisition server from the Web server not only results in a more scalable system, but also allows centralized acquisition of usage data for distributed applications such as distributed web-hosting (e.g., through Akamai [33]). This greatly facilitates usage data collection in such systems.
3 Performance Evaluation

We conducted several experiments to verify the mechanisms employed in our system, and compared reliability of the usage data collected by our data acquisition system versus server log data reliability. We show that since with our remote agent the usage data are collected at the client side, the inaccuracy attributed to the server log data is entirely eliminated. Specifically, our data acquisition system is able to exclude the network transfer time from the recorded view-times for pages and also capture all cache hits. We performed some experiments to verify the reliability advantage of the data collected by our data acquisition system versus server log data.

To estimate the error due to the inclusion of network transfer time in page view-times, as recorded in the server log, we included a series of 10 pages within a real-world Web-site directory. This Web-site comprises of 70 Web-pages and it runs Apache Web server version 1.3.12. The 10 included pages circularly call one another so that every 2 seconds the browser automatically requests the Web server to upload the next page. We collected the page access entries for these pages as recorded both by our acquisition and the server log for a period of 3.5 hours between 11:30pm and 3:00pm during a working day of the week. The “NO-CACHE” option was used in the HTML pages to force the browser to retrieve the pages from the Web server. Therefore, a server log entry is recorded for each page access and server log is not penalized for missing the cache hits. For each page access, we extracted the view-time of the page based on the corresponding server log entries and compared it with the exact view-time captured by our system to estimate the server log error. We computed the average error over successive time periods of 2 minutes each.

Results of this study are reported in Figure 3-a. In this figure, the X-axis is the time period of the experiment (in minutes) and the Y-axis is the average server log error (in milliseconds) in capturing the view-times of pages. As illustrated, the error can be as large as 2 seconds in each page view-time. Also, we extracted the average page view-time in this Web-site from a server log containing real user access entries. The average page view-time for the Web-site is 15 seconds; therefore, our system can improve the view-time accuracy up to 13%.

It is important to note that due to the large variance of network transfer time, as measured 1) at different times of the day and week and 2) at the same time but for different users dispersed in the Internet, we cannot simply eliminate the network transfer time by deducting a fixed value from all view-times captured by server log. Since our experiment is performed in a fairly short period of time, the variation of the network transfer time is not quite obvious in our results. However, as reported by Leighton et al. [11] variance of network transfer time can be as large as 7-10 seconds.

Finally, to measure the number of cache hits missing from the server log, we tracked real users access to the same Web-site for a period of 5.5 hours. We counted number of page access entries existing in the acquisition log but missing from the server log. These are the pages that are retrieved either from the browser cache or the proxy cache. In Figure 3-b, we demonstrate average number of cache hits missing from the server log (Y-axis) as a function of time (X-axis). The average is computed over successive time periods of 20 minutes each. The total average number of missing hits from the server log amounts to 0.9 pages per minute, whereas average number of total page accesses for this site is 2.23 pages per minute. Thus, our system can improve the hit-count accuracy up to 40%.

---
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4 Conclusions

Although we were among the first research groups advocating client-side web usage data acquisition [19], due to some contractual and logistic restrictions we could not release the details of our design and its performance evaluation results until now. Most of our publications only briefly discussed the advantages of client-side usage data acquisition in general. In this paper, we describe the detailed design of our reliable, efficient, and scalable Web usage data acquisition system for real-time Web Usage Mining (WUM). Our data acquisition system is:

1. **Reliable**, because it collects accurate data that do not incorporate network side-effects. We demonstrated that our system outperforms server log by improving the accuracy of the captured view-time and hit-count up to 13% and 40%, respectively.

2. **Efficient**, because it eliminates unnecessary preprocessing of the data such as user session identification and data cleansing; hence, allows real-time and anonymous WUM.

3. **Scalable**, because it implements a standard scalable architecture at the server side to be applicable with large-scale applications where volume of the data acquired by the WUM system is very large.

We hope that this paper with its detailed description of our design (including source code) as well as a performance comparison be useful to the community for efficient acquisition of accurate web usage data for efficacious WUM.

Appendix

```java
import java.io.*;
import java.net.*;
import java.util.*;
import java.util.Date;

public class RemoteAgent extends Applet {
    // ID initialization
    private static long ID = -1;
    private static long startSession = System.currentTimeMillis();
    // load and unload time for the page
    private long loadTime, unloadTime;
    // "view-time" to be estimated
    private long time;
    // Acquisitior's port number
    private static int port = 21000
    // Setup the connection to the acquisitor, and
    // Get the unique ID (if agent is uploaded for the
    // first time to the client machine)
    public void init() {
        Socket sock = null;
        PrintWriter pout = null;
        BufferedReader brin = null;
        try {
            if (ID < 0 || (System.currentTimeMillis() - startSession) > 1800000) {
                sock = new Socket(this.getCookieName().getHost(), Port);
                pout = new PrintWriter(sock.getOutputStream(), true);
                brin = new BufferedReader(
                    new InputStreamReader(sock.getInputStream()));
                ID = -1;
                pout.print(new);
                ID = long.valueOf(brin.readLine()).longValue();
                pout.close();
                sock.close();
                startSession = System.currentTimeMillis();
            }
        }
    }
    // Record the load time for the page
    public void start() {
        loadTime = System.currentTimeMillis();
    }
    // Record the unload time for the page,
    // Compute the total view-time for the page, and
    // Transfer the captured data to the acquisitor
    public void stop() {
        Socket sock = null;
        PrintWriter pout = null;
        unloadTime = System.currentTimeMillis();
        Time = unloadTime - loadTime;
        // Prepares information string about page.
        String r = "<ID>" + this.getParameter("pageID") + "<CID>";
        String T = "<RD>" + java.lang.Long.toString(Time) + "<RD>";
        String outString = agentID + pageID + T;
        // Trying to send browsing information to Data Server.
        try {
            if (ID > 0) {
                System.out.println(outString);
                sock = new Socket(this.getCookieName().getHost(), Port); pout = new PrintWriter(sock.getOutputStream(), true);
                // Sends data to Data Server.
                pout.print(outString);
                pout.close();
                sock.close();
            }
        }
    }
}
```
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